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1. INTRODUCTION 

The use of two frames or lists to select a 
sample of a population was, perhaps, first used 
by the United States Bureau of the Census in the 

"Sample Survey of Retail Stores" conducted in 

1949 and described by Bershad in Hansen, Hurwitz 
and Madow [1, p. 516]. Hartley [7] considered 
the design and estimation for such surveys. Lund 
[10], Cochran [3] and Williams [12] have also 
studied the problem and offered alternative 
estimation procedures. 

We assume two frames, A and B, containing 
NA and NB elements respectively are available. 
We adopt the notation of Hartley [7] and denote 
by Nab the number of elements included in both 

frame A and frame B. Na is the number of 
elements occurring only on frame A and Nb is the 

number of elements occurring only on frame B. 

Thus 

NA Na + Nab, 

NB =Nb +N 
ab 

and the total number of elements in the popula- 
tion, N, is given by 

N = Na + Nb + Nab Na + NB = Nb + NA. 

We call the elements contained only on frame 
A domain a, the elements only on frame B domain b 
and those elements on both frames A and B domain 

ab, or the overlap domain. We assume that simple 
random samples of sizes nA and nB are drawn 
from frames A and B respectively. The number of 
elements sampled from frame A and contained in 

domain a is denoted by na. The number of elements 
sampled from frame A and contained in domain ab 
is denoted by The number of sampled elements 
in domains ab and b drawn from frame B are 
denoted by b and nb respectively. Thus 

= na + and 

"B = "ab + 
(1.1) 

We consider the estimation of the number of 
elements in the overlap domain, Nab, and the 
estimation of the total of a characteristic, Y. 

We develop estimators which to order (n) are 
superior to those appearing in the literature. 

2. ESTIMATION OF Nab 

2.1 Estimation of Nab when Duplicated Items are 
Ignored 

We first consider the problem of estimating 
the number of elements in the overlap domain, 
Nab. Hartley [7] proposed the estimator 
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N ab,H 
nB 

(2.1) 

where p and q are constants with the property 

p q = 1. 

This estimator makes no use of elements in the 

sample that were selected both from frame A and 
from frame B. The variance of Hartley's estimator 
is given by 

Var(Nab,H) 
= p2fA2 

Var(nab) + 
g2f-2 

Var(n"b). 

(2.2) 

Since n' and n" are hypergeometric random 
variables, it foollows that the p which minimizes 
the variance is given by 

nANbgB + nBNagA 

where 
NA - nA 

gA NA - 1 

and 
NB 

1 

(2.3) 

For this value of p the variance of the estimated 
overlap domain is given by 

NabNaNb9 B 
Varo(Nab,H) 

nANbgB nBNagA 
(2.4) 

To obtain an estimator of Nab that is a 

function of the sample data only we set 

Nb = NB - Nab, 

Na =NA - Nab 

and substitute expression (2.3) for p into (2.1). 
Expression (2.1) then reduces to a quadratic in 

and we define a new estimator by this 
quadratic, 

+ - 
["ANBg + nBNAgA + 

+ "bgA]NANB = 0. 

(2.5) 

It can be shown that the roots of (2.5) are 
always real and that the largest root is always 
greater than or equal to the minimum of NA and NB. 
The smallest root is always contained in the 
interval zero to minimum (NA, NB), inclusive. 
Hence we take the left (smallest) root of (2.5) 

as the estimator of Nab. Note that the Hartley 



estimator (2.1) with fixed p, unlike the esti- 
mator defined by (2.5), does not always fall in 

the range of feasible values for Nab' 

The large sample properties of N abs are 
given in the following theorem. 

Theorem The sequence of estimators, Nabs' 
defined by (2.5) satisfies 

Var(Nab 
n Nab 

a+ bBNA + 0(1), 
A B agA 

and 

(2.6) 

E(Nab 
s) = Nab + 

0(I). 

Thus Nab has the same limiting variance as 
the linear estimator (2.1) employing optimal 
weights. Further the bias of Nab,sis of low 
order compared to the variance of Nab 

s' 
Based 

on these results we recommend Nab s 
as'an 

estimator for Nab when it is judged impractical 
to identify elements entering the sample from 
both frames. 

For replacement sampling the estimator 

Nab reduces to the maximum likelihood estimator 
presented by Williams [12]. 

2.2 Estimation of Nab when duplicated elements 
are identified 

Assume that the sample elements from 
frame A are compared with the elements from 
frame B and it is determined that nd of these 
elements are common. The probability that an 
element in domain ab will be selected in the 
sample from frame A and from frame B is 

(nA /NA)(n6 /4). Hence is an unbiased 
estimator of Nab. We consider the estimator of 
Nab constructed as the linear combination of 
three unbiased estimators: 

Nab,l 
+ rfBlnab 

+ (1 - p - (2.9) 

The variance of Nab,l is given by 

Var{Nab,l} = p2CA + r2CB + (1 - p - r)2 

[CA + CB + CAB] + 2p(1 - r - p)CA 

+ 2r(1 - r - p)CB, (2.10) 

where 

CA fA Var{n' 
ab} gAnA NaNab' 

-2 
CB Var{na 

b} NbNab 

and 

N 

CAB - 
NB 

NB + 

= N 
ab 

+ 0(1). 
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Minimizing the variance with respect to p 
and r we obtain 

CACB CABCB 

po CACB + CACAB CABCB 

and 

r = 

CACB CABCA 

(2.11) 

Substituting the optimum values of p and r into 
equation (2.10), we obtain 

NabNaNb9A9B 
Varo 

{Nab,l} fAfBNaNb + nBNagA + nANbgB 

(2.12) 

Comparing the variance expression (2.12) with 
that of Nab, H, (2.4), we see that identifying 
the duplicated items reduces the variance by a 
fraction depending upon the sampling rates and 
the proportion of the population in the overlap 
domain. That is, 

Var {Nab = [fB(1 - + 

Var - a)(1 - 

+ a)9A + -1 

(2.13) 

We now consider the maximum likelihood 
estimator of Nab. The probability of obtaining a 

sample with the given number of elements selected 
from the overlap domain is given by 

L{nab'nab'nd'Nab} 
L(nab'Nab)L(nab'ndInab'Nab) 

`nab 

(nNA 

Nb/ nb nd nd 

nB) 

Setting the ratio of L(n' 
n ab ) 

to 

L(nab'nab'nd;N 
ab 

1) equal to one, we find that 

the value of Nab maximizing the likelihood is 

given as the solution to the quadratic equationl 

(na + nab + nb)Nab,m [naNB + nab(NA + NB) 

+ nbNA - 
nanb]Nab,m nabNAN6 

= 0, (2.14) 

where 

n = 
nab 

+ näb 
ab 

nd. 

It is possible to show that Nab 
m 

is always given 
by the left root of (2.14). 



Theorem 2: The sequence of maximum likelihood 
estimators defined by (2.14) satisfies 

Theorem 3: The sequence of estimators defined by 

(3.1) satisfies 

NabNaNbgAgB Var {YS} = Na(fA1 - + [(1 - 

Var 
{Nab,m1 

- 
fAfBNaNb + nBNagA + nANbgB 

+ 0(1) 

and 

+ (1 - fA)fB)-1(1 fA)(1 
fB)Nabsab 

E 
{Nab,m 

- Nab} 
(fAfBN2 NaNbgAg6y 

+ - 1)Sb 

{(fAfBNaNb nBNagA + nANbgB) 

[-2Nab(nA - nB + fAfBNab) + + fBNab 

- fAfBNab)NB + + fANab - fAfBNab)NA 

fAfBNaNb]} + 0(). 

3. ESTIMATORS OF THE POPULATION TOTAL 

3.1 Duplicated items not identified 

We now consider methods of estimating the 
population total, Y. It is well known that, for 
example 

E {ÿalna,náb,näb,nb} = 

Therefore given an estimator of Nab we consider 
the estimator 

Ys 
= 

(NA 
N 
ab,s a + Nab,syab,s 

(NB Nab,$)Yb, 

where 

2 NabNaNbgAgB 
"ab a 

b) 0(1) 

(3.2) 

and 

Ms) = Y + 0() , 

where 

N 

1 a 2 

Na 1 (yai Ya) , 

a i=1 

2 1 
Nab 

Sab = Nab 
i 

(Yabi 

and 

Nb 

Sb 
2 

1 (Ybl 

b 1 

Hartley [7] originally suggested the 
estimator 

N 
(3.1) Y 

nA (n y + H 
A 

a a ab ab 

'ab,s (1 

nab 
1 

n' E = mean of elements in domain 
ab i =1 ab selected from frame A, 

n" 
ab 

y = mean of elements in domain 
ab nab 

j =1 j ab selected from frame B 

and 

nab (1 - 

w 
n' (1 f ) + n" (1 - f n' + n" 

ab B ab ab ab ab ab 
Yab,L n' + 

ab ab 

N 

+ (gnabyab + 
B 

and Lund [10] suggested the modification 

YL + Aab 

where 

+ 
nbyb' 

Clearly w has been chosen to minimize the 
variance of ab s' If the finite correction 
term can be ignored the estimator of reduces 

to the mean of all nab + n"b elements Selected 
from domain ab. 

Note that, given Nab s, the estimator Y is 

linear in the observations y.. Since the wesghts + f (1 - f )]N S2 + N (f -1 - 1)S2 
are not a function of the characteristic they B B ab ab b B 

apply equally well for all y- characteristics. 

(3.3) 

The variance of Lund's estimator 

Var(YL) = Na(fA1 _ + + fBr2[fA(1 - 
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-1 2 

gAnA NabNa[Ya 

2 

gBnB NabNb[Yb 

is never greater than the variance of Hartley's 
estimator. 

[fA1(1 - a) + (1 - 

Lund gave the optimum value of p as 

- + f1(1 - - 

and suggested the estimator 

nBfAlnaYa + nAfBlnb(Yab 
- ) 

[nBfAlna + nAfBlnb]yab 

Substitution of poL into YL (313) gives an 
estimator of the same form as Y5 of equation 
(3.1). 

The bias in Lund's estimator is o(1) while 
that of Ys is 0(1 /n). Further the estimator of 
Yab employed in Ys is more efficient than that in 

L for nonreplacement sampling. Also the linear 
form of (3.1) is clearly a computational advan- 
tage in large scale surveys. 

3.2 Duplicate Items Identified 

If the items entering the sample from both 
frame A and frame B are identified, the estimator 

Nab,m is superior to Nab,s. Also the mean of the 
distinct units is superior to as an esti- 
mator of the mean of the overlap domain. 
Therefore the estimator 

Ym (NA - Nab,m)Ya + Nab,myab + (NB - 

where 

1 

nab 

y = E y. = mean of distinct units 
ab nab 

=1 

and 

nab = nab + nn ab - nd, 

clearly has smaller variance than Ys. We have 

Var(Ym) = NafAl (1 - + (1 - fA - fAfB) 

- fAfB)-1NabSab 
+ 

Nbf61 (1 - 

-Yb)2NabNaNb(1 - 

+ 

[fAfBNaNb + nBNa(1 - + nANb(1 - 
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+ 0(1). 

4. ESTIMATION FOR GENERAL SAMPLING PROCEDURES 

We now relax the assumption of simple random 
sampling in each frame. We assume that sampling 
is such that yr)iased estimators of totals whose 
error is //L) and estimators of the variances 
whose error is (n / ) of these estimators are 
available. Let 

Y be an unbiased estimator of the total for 
a 

domain a constructed from the sample of 

frame A, 

Yb be an- unbiased estimator of the total for 

domain b constructed from the sample of 
frame B, 

Y' be an unbiased estimator of the total of 
ab 

ab constructed from the sample of 
frame A, and 

Y" be an unbiased estimator of the total of 
ab 

domain ab constructed from the sample of 
frame B. 

We assume that the observational unit is the 
same for the sample selected from frame A or for 
that selected from frame B and let 

Náb be an unbiased estimator of the number of 
observational units in domain ab con- 
structed from the sample of frame A, 

Näb 
be an unbiased estimator of the number of 
observational units in domain ab con- 
structed from the sample of frame B, 

N 
a 

be an unbiased estimator of the number of 
observational units in domain a constructed 
from the sample of frame A, and 

Nb be an unbiased estimator of the number of 
observational units in domain b constructed 
from the sample of frame B. 

In the previous sections an estimator of Nab 
was constructed from the two unbiased estimators 
Náb and Näb. Similarly an estimator of Yab was 
constructed from the two unbiased estimators áb 
and since the expected value of ab and 

given Nab, Náb 0, and Näb, 0, is Yab, 

it was possible to treat the estimation of Nab 
and Yab separately. 

If the sampling is other than simpleranglom, 
Nab and Näb may be correlated with Yab = Yab /Nab 
and = Yäb /Näb Therefore, to be efficient, 
it is necessary to use all auxilliary information 
in the estimation of, for example, Y. This 

suggests the estimator 

Yr = + + - ) + ß2(Yáó - Yäb), 

(4.1) 

where 

YB = Yb + Yn 

The optimal ß' = is given by 



Var(Nab - Cov(Nab - 

2 
sym. Var(Yab 

- Yab) 

+ Cov(YB,Nab) 

-Cov(Ya,Yab) + Cov(YB,Yab) (4.2) 

A consistent estimator of the variance of the 
estimator is 

Var(Yr) Var(Ya) + Var(YB) + 

+ - 

+ - (4.3) 

The estimator (4.1) is clearly recognizable as a 
multiple regression estimator. Hartley proposed 
the estimator 

YH 
Ya 

Yeb + Yb + p(Yeb 
Yäb). (4.4) 

Hartley's estimator is inefficient relátiveto 
i. if the partial correlation between Ya YB and 

Nab - Yäb is not zero. 

It is also clear that if other y- character- 
istics are observed in the survey it may be 

possible to further decrease the variance of the 
estimator (4.1) by including other unbiased 
estimators of zero in the regression estimator. 

The estimator (4.1) is not linear in y since 
is not a linear function of y. 

However it is 'nearly ]inear' in the sense that 
given the differences Nab 

- 
and the 

estimator is linear in y. Thus in a large scale 
survey one might be willing to choose a few y 
values to serve as auxilliary variables for all 
computations. This would simplify the computa- 
tions and guarantee numerical consistency between 
tables. 
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FOOTNOTES 

1. In order to simplify our presentation we 

ignore the fact that the estimate of Nab 
should be an integer. 

2. This assumption can be modified so that 

conclusions are applicable for cases wherein 

the observational units are different. 
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